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Abstract

Disassembly and recycling are becoming increasingly important in our society, especially for their ecological implications.

In this paper we present an approach to disassembly problems, which is essentially based on the concept of multisensorial integration and fusion and on the use of purposive actions to simplify perceptual tasks. We present a robotic system for the recognition and sorting of individual objects from a group, operations that are extremely important in most disassembly tasks.

An example of application of the system is described and experimental results are discussed. The effectiveness of the system in operating in a partially structured environment, shows how problems which are difficult to manage by using a single sensory modality can be solved by integrating multisensory data.

1. Introduction

The traditional approach to automation and robotics has been focused on assembly problems whereas the management of manufactured products at the end of their life cycle has been almost entirely neglected [1].

Recently, different priorities, complementary to assembly tasks, have emerged. These new priorities are related to the concept of environmental conscious manufacturing; and, even more, to the notion of disassembly, and to such tasks as dismantling and recycling. The economic implications of the problem of disassembly, in a world increasingly sensible to the reduction of economic wastes and to the possibilities of recovering raw materials, are far too evident. In fact one could speculate that a systematic development and exploitation of disassembly techniques could lead in the future to the birth of "inverse" factories that, by operating in symbiosis with the more traditional factories, would close the loop production cycle (design-assembly-use), open new perspectives of development for industrial automation and might eventually affect some macro-economic aspects of the industrial world. The inverse factory could lead to the full implementation of the concept of the so called "integrated design", that is the design of products that are conceived not only to be assembled and used, but also to be totally and efficiently disassembled and recycled. A scheme of this possible closed-loop industrial cycle is depicted in Figure 1.

Beyond its fundamental role in recycling industry, disassembly is also a useful learning tool. In fact, disassembly leads to object "apprehension", that is the determination of the properties of an object and of the relations among them [2].

Fig.1 The integrated design concept.

In robotics research, disassembly introduces new aspects, in respect to more traditional assembly problems, especially as disassembly tasks deal with environments that are characterised by a higher degree of uncertainty. For this reason artificial perception becomes extremely important in order to explore the environment so to reduce such uncertainty.

Unfortunately, the state-of-the-art of artificial perception is not advanced enough to allow the development of general disassembly systems. So almost all the existing applications [3] [4], have been based on a large a priori knowledge of the environment which let them operate in the presence of a certain degree of uncertainty.

Based on these considerations, and in the framework of a long term project on "closed-loop" manufacturing automation, we have started to investigate the basic problem of sorting and identifying objects in a partially unstructured environment.

Our belief is that integration of different sensory modalities is a powerful tool for reducing environment uncertainty in disassembly tasks. So our present approach to the development of a robotic system for disassembly automation involves the integration of different sensory modalities (vision and touch) and the use of purposive actions to simplify perceptual tasks.

2. Active integration of sensory modalities for scene understanding

Perception is extremely important in humans, while dealing with unstructured environments; vision is no doubt the most powerful sensory modality, as it provides a large amount of knowledge about the environment. However artificial vision alone can be
ineffective for a robotic system in unstructured environments. For example scene segmentation cannot be achieved by only vision, unless the objects are physically separated or a large amount of a priori knowledge is available. When such a priori knowledge is not available, multi-sensory exploratory procedures and motor interactions become particularly useful.

Multi-sensory data-fusion concerns the fusion of data available by different sensory modalities [3]: the simultaneous use of more than one sensory modality could result in a great simplification of perceptual goals. Things that are difficult to understand with one sense can become obvious with others: thus all the senses should co-operate toward the final understanding of the scene.

Sensorimotor procedures are very important in order to achieve a better comprehension of the scene; in fact, by means of an active interaction with the environment it is possible to gather further information from the scene by actively modifying it. The use of sensorimotor procedures has become increasingly popular after the observation that several ill-posed problems can be transformed in well-posed and stable problems, if an active approach is undertaken. As a result, the paradigm of active perception [6] and its sensorial diversifications such as active vision [7], active touch [8][9], and so forth, have been recently formalised and discussed.

3. Methodology and system architecture

The general problem of disassembly of objects on a small scale should probably be approached by using two hands to separate assembled parts. However, as a first step, we have considered the problem of extracting and recognising different individual objects among agglomerates and we have assumed some degree of a priori knowledge. Such a sorting problem is crucial in several disassembly operations, such as recycling of common garbage. The ultimate goal of the system is to achieve a full understanding of the scene by separating different objects and by identifying each of them [10].

The experimental scenario we have considered is shown in Figure 2.

Several objects are located in front of a PUMA 562 manipulator, and within the visual field of 2 b/w TV cameras. The cameras are located above the scene and provide 3D visual information. Tactile data are provided by two devices: a 6 axis FT1 sensor and a multifunctional tactile probe (figure 3). The FT1 sensor is located at the wrist of the PUMA manipulator, just before the tactile probe. The tactile probe, developed in our laboratory [8][11], is a composite fingertip provided with multiple sensing capabilities.

![Fig.3 Section of the multifunctional tactile probe.](image)

At first the visual analysis of the scene is executed. Images are processed in order to build up a representation of the explored objects with the goal of finding objects separated from the others. This is accomplished by looking for "standard" shapes, that is boundaries which can be classified as geometrical shapes corresponding to objects whose existence is known "a priori" (boxes, circles, etc.). These boundaries are more likely to be actually composed of a single object and for this reason they have been chosen. The visual analysis of the scene consists of a sequence of basic operations which allow the object occluding boundaries to be detected; each boundary is then described as a geometric shape. A detailed description of the visual analysis phases, in particular of the contour following algorithm, has been presented in [12]. In Figure 4 the main phases of visual analysis are shown.

The results of image processing are then analysed on the basis of semantic rules, and the set of curves which best fit the data while building up a closed boundary is singled out.

A peculiar feature of our approach is that, rather than processing or reasoning further on the visual image, the system makes use of active exploration. The robot manipulator is used for refining a situation iteratively by moving ("pushing" [15][16]) some objects so as to modify the geometry of the scene [17]. The main goal of motor interaction with the scene is to introduce modifications in the relative position of the objects so as to gather more information and to reduce uncertainties in the scene representation.

In order to execute sensorimotor procedures the system needs spatial information about the scene, which is provided by stereo vision processing. On the basis of the available visual data and on the hypotheses currently formulated by means of previous interactions with the
scene, the system determines which part of the scene to focus on, and how to interact with it. Pushing an agglomeration of objects is likely to move different objects relatively to each other; in this way a large boundary detected by visual analysis can be subdivided into several smaller boundaries and/or it can modify its shape by revealing that it is actually composed of more than one object. All the parameters of the pushing action, such as the pushing direction and displacement, are determined in real-time based on the effect to induce.

![Images](a) (b) (c) (d) (e)

Fig.4 (a) Grey level image; (b) binary image of the edges as detected by a gradient local operator [13]; (c) result of a contour following operation; (d) circle detected by Hough method [14] on the smaller boundary; (e) segments extracted on the lines detected by Hough method on the same boundary: the boundary is described as a rectangle.

A pushing action is performed in order to achieve one of the following tasks:

1. verifying if an object is separated from others;
2. separating the objects of a same group to allow future recognition.

After that an object has been separated and its shape has been recognised using vision, it can be explored by means of tactile procedures, which can add further information toward the final recognition. Tactile exploration is also carried out on the basis of the hypotheses produced by means of visual analysis. Usually, different tactile features are examined subsequently in order to reduce the set of possible objects.

Tactile exploration is guided by vision in two ways: on one hand, the system executes a specific exploratory procedure on the basis of the shape detected by vision; on the other hand, vision provides the spatial parameters the system needs for reaching the object to explore.

As far as tactile analysis is concerned, the data provided by the F/T sensor are mainly used to control in real-time the exploratory procedures and to estimate material hardness/softness. Also, monitoring forces plays a crucial role in order to avoid damages to the system. The information provided by the F/T sensor is important both during the exploratory and the recognition phases.

On the contrary, the data acquired by the thermal sensor are used mainly for object recognition, after that the objects occluding contours have been already determined. Thermal data are aimed to determine object material by means of an appropriate sensorimotor procedure. The detail of different exploratory procedures used to recognise object material "hardness" and "thermal properties" have been present and discussed in detail previously [18].

The conceptual components of the system are shown in Figure 5.

![Diagram](a) (b) (c) (d) (e)

Fig.5 The system modular scheme.

4. Experimental results

In order to test system performances, we have investigated the problem of the sorting of ordinary use objects, such as those which can usually be found in a shopping-bag. Due to the virtually unlimited number of dimensions and shapes of this type of objects, this problem is extremely complex but yet well suited for testing our approach. Actually, the shopping-bag case is quite significant in the perspective of disassembly because ordinary household garbage is composed of such objects, after their use.

A list of the objects used in our experiments is shown in Table 1. As demonstrated by the analysis of the properties of each object, none of them can be recognised using either vision or touch alone. Therefore, a combination of visual analysis (and of "pushing" actions) and tactile exploratory procedures is required. Examples of the implemented procedures, which allow to identify all the objects of the set we considered, are given in Figure 6.
The set of objects used in the experiment with their different geometric, material and surface properties.

<table>
<thead>
<tr>
<th>SHAPE</th>
<th>MATERIAL PROPERTIES</th>
<th>MATERIAL HARDNESS</th>
</tr>
</thead>
<tbody>
<tr>
<td>glass bottle</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>plastic bottle</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>soft drink can</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>jam jar</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>barley-coffee box</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>pasta box</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>milk carton</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>sugar box</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>spaghetti box</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>cotton wool</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>soap bar</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>sponge</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 1: The set of objects used in the experiment with their different geometric, material and surface properties.

Fig 6: Exploratory procedures (based on the integration of visual and tactile information) used for identifying all the objects of Table 1.

Once an object has been isolated by integrating visual data with pushing interactions and its shape has been recognised by reasoning on the results of the image processing, the system plans and executes the appropriate tactile exploratory procedure. Visual data provide the spatial parameters the system needs for physically reaching the object to explore. During each movement of the robotic arm the output of the F/T sensor is monitored in order to avoid collisions due to errors.

In order to estimate the "hardness" of an object, the finger is moved towards the object until contact; in this phase the F/T sensor is used as a contact sensor. The contact is then refined towards a certain force value, that is the same for every object. From this position the finger is moved downwards for a certain displacement and the new force value is read. This value is directly proportional to the hardness of the object. As to thermal explorations, the system performs the same procedure for obtaining the appropriate contact, since the thermal conduction is proportional to contact pressure, too. The contact is kept for a given time, then the voltage of the thermal sensor is measured. This value is inversely proportional to the thermal conductivity of the explored material. Figure 7 shows the sensor voltage behavior from 10 s before contact to 70 s later, in the cases of an insulator (a) and of a conductor (b), respectively.

In Figure 8 (a) and 8 (b) the results of several thermal and hardness tests are shown respectively. For each kind of exploration a number of test have been carried out. The objects have been divided into several classes, trying to determine threshold values capable of identifying them. Every object the system explores can be associated to one of the hardness classes and to one of the thermal classes, so to determine the choice of the right arch on the recognition tree, as shown in Figure 6.

An example of the overall system performance is given in Figures 9, 11 and 12.

![Graph](image1)

(a)

![Graph](image2)

(b)

Fig. 7 The thermal sensor output when contacting (a) a plastic bottle and (b) a glass bottle; the X-axis represents the time (in s) and the Y-axis the sensor output (in V). At time t=10 the contact begins.
Fig. 8 Experimental results of exploration as detected by (a) the F/T sensor and (b) the thermal sensor; the X-axis represents successive different explorations and the Y-axis represents for each test (a) the force measured by the F/T sensor in μF (1 μF = 113.3674 N) and (b) the voltage output of the thermal sensor after the contact with the object.

Fig. 9 Sequences of operations: (a) initial scene; (b) image of the objects from above; (c) boundary of the cluster of objects and pushing directions; (d) pushing action; (e)(f) scene after pushing; (g) selected boundary and new pushing directions; (h) pushing action on the can; (i)(j) the can has been moved; (k) a circle is recognised by comparing two boundaries in different positions; (l) tactile exploratory procedure for the final recognition of the selected object (the cylinder).
When an arbitrary group of objects is presented to the system (Figure 9 (a)), visual analysis is performed in order to look for a "standard shape" (Figure 9 (b)(c)). If such a shape cannot be found, the system realises the boundary refers to a group of objects and plans a pushing action aimed to separate them, on the basis of available visual data (Figure 9 (c)(d)). The scene modified after pushing (Figure 9 (e)(f)) is analysed again and a circular "standard" shape is detected (Figure 9 (f)(g)). A pushing action is executed on the same shape (Figure 9 (h)) in order to verify if it really refers to a single object. If the same shape can be detected in the successive scene, the system has found a single object (Figure 9 (i)(j)(k)) and plans the exploratory procedure for its final recognition (Figure 9 (l)). In the example presented in Figure 9, a thermal exploration is performed with the results shown in Figure 10. The sensor voltage at the end of the contact (usually after 70 s) allows to identify a conductor material and to recognise the soft drink can.

![Figure 10: Voltage vs. time plot in the case of the thermal exploration of the can.](image)

![Figure 11: More sequences of operations: (a)(b) scene after that the recognised object has been removed; (c)(d) a new boundary is selected for pushing; (e)(f) the scene after pushing the parallelepiped and recognising (g) by shape and (h) by tactile exploration.](image)

The soft drink can is removed from the scene and a similar process is performed on the new scene (Figure 11 (a)(b)(c)). As in the example of Figure 9, by integrating vision and pushing, the system singles out a small rectangular shape (Figure 11 (d)(e)(f)(g)) and executes the appropriate exploratory procedure towards the recognition of the bar of soap (Figure 11 (h)).

Once the bar of soap has been removed from the scene, the system describes the shape of the last object as a bottle (Figure 12 (a) to (g)) and executes a thermal exploratory procedure. The glass bottle is recognised and removed.

Ultimately the system is able to separate and recognize the objects as an arbitrary group, by integrating visual data and pushing interactions for scene segmentation, and by integrating vision and touch for the final recognition of each object.
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5. Conclusions

In this paper we have proposed a general approach to the problem of disassembly automation, and pointed out that many factors contribute to make disassembly an extremely promising field for research on automation and on robotics. (In fact, perhaps even more than the traditional and overwhelmingly investigated problem of assembly). Nevertheless, tremendous difficulties arise in the development of general disassembly systems.

The initial approach we have discussed in this paper is based on the simultaneous use of different kinds of information and on a tight link between sensory processing and the execution of motor actions. The integration of tactile and visual data with active exploration ("pushing") procedures has been examined and the application to the shopping-bag case has been described. Experimental results indicate that a problem like the one we have addressed, which is extremely complex if a single and static sensory modality is used, can be reduced to a tractable level by using multisensory data and, above all, active sensorimotor strategies.

A very interesting consideration concerns the advantages of allowing the system to learn during its operative life. In general learning means to increment the stored knowledge, that is the inclusion in the memory of new models, or parts of models, or the modification of those already acquired. A different aspect of learning is the discovery of new exploratory strategies which can be used to understand the scene.

Both are appealing when working in unstructured environments, in the presence of uncertainty. In fact, by means of learning procedures the system can adapt itself to work also in presence of varied conditions.

In our laboratory research on disassembly is proceeding along different directions: first of all, we are considering the general problem of the closed-loop factory for assembly-disassembly-recycling, and its macroeconomic implications. At a smaller scale, we are working to improve the proposed approach. On one hand we are investigating the processing of different visual features such as regions and motion; on the other hand we are trying to extend the capabilities of the robot system by including also adaptability (for example, fingertip orientation and force adjustment), which is a fundamental part of our approach. In particular we are considering the advantages of implementing a new version of the system by means of artificial neural network-based techniques so as to achieve on-line sensorimotor learning procedures [9].
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